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Attention is a common but highly complex term associated with a
large number of distinct behavioral and perceptual phenomena. In
the brain, attention-related changes in neuronal activity are ob-
served in widespread structures. The many distinct behavioral and
neuronal phenomena related to attention suggest that it might be
subdivided into components corresponding to distinct biological
mechanisms. Recent neurophysiological studies in monkeys have
isolated behavioral changes related to attention along the 2 indices
of signal detection theory and found that these 2 behavioral changes
are associated with distinct neuronal changes in different brain
areas. These results support the view that attention is made up of
distinct neurobiological mechanisms.
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Attention has captured great interest in psychological and
neuroscience research for over 100 y (1–3). This fascination

is related to the broad explanatory power that is commonly
invested with the concept of attention. Attention is generally
used to indicate any brain function that influences the behavioral
performance of an animal. One aspect of attention involves
sustaining vigilance over multiple hours or even days to maintain
performance across a task (4). A different aspect of attention
involves switching engagement with different stimuli within a
fraction of a second (5). Comparing just these 2 aspects of at-
tention, it is clear that phenomena embraced by the term span
broad timescales and goals, ranging from glancing at a stimulus
to completing a long-lasting task. As expected from its expansive
scope, its definitions vary substantially across neurophysiological
studies of attention—the focus of this review. Definitions of at-
tention commonly involve the concepts of limited capacity for
sensory encoding and the resulting need for selective processing
(6, 7). A popular account defines attention as a biased competi-
tion that occurs in multiple brain structures and stages of pro-
cessing, with the goal of appropriately assigning limited resources
for sensory representation for the immediate interest of the sub-
ject (6). Other definitions do not depend on the concept of limited
resources for stimulus representation and, instead, see attention’s
primary role as dealing with too many resources for the limited
number of effectors (8). Some views emphasize that a limited
quantity being selected or competed for could be either sensory or
motor (9). The loci of competition or selection are controversial.
Some emphasize that selection is first resolved in the cortical areas
associated with higher processing, such as the prefrontal and pa-
rietal cortices, and then broadcasted to areas associated with ear-
lier processing (9, 10). Others emphasize that selection is resolved
in the basal ganglia, and modulations of firing rates of neurons
in neocortex result from this subcortical selection process (11).
The lack of a clear, consistent definition of attention suggests

that we lack a clear understanding of what attention is. Given the
breadth of the phenomena embraced by attention, it likely depends
on multiple distinct constituent mechanisms. Many conceptual
subdivisions of attention have been proposed, task procedures

have been developed to separately operationally define the
components of those subdivisions, and the behavioral effects
associated with those subdivisions have been extensively mea-
sured. However, their biological correlates are rarely as discrete
and segregated. Therefore, we currently do not have an un-
derstanding of attention in terms of distinguishable biological
mechanisms. A promising approach for progress is to seek out
biological mechanisms related to conceptual components of at-
tention that are reliably distinguished.
The study of the neuronal mechanisms supporting memory

provides a useful analogy. At one point, it was thought that memory
was distributed across cortex, and different brain regions contributed
to memory in ways that are largely equivalent (12). It is now rec-
ognized that different components of memory depend on separate
brain structures (13, 14). The acquisition of facts and events depends
preferentially on the medial temporal lobe and the diencephalon,
while the gradual, feedback-guided learning that results in skills and
habits depends preferentially on the neostriatum. Delayed eyeblink
conditioning depends critically on the cerebellum, and is entirely
preserved after hippocampal lesions. Emotional learning, such as
fear conditioning, depends essentially on the amygdala. Therefore,
while the mechanisms of memory are distributed in the brain,
different features are contributed by separate structures.
Vision is similarly supported by distinct functional components

that depend on different brain structures (15, 16). The visual
cortex and superior colliculus (SC) mediate different visual
functions, and within visual cortex, there are 2 diverging streams
of processing. One projects ventrally and eventually reaches
inferotemporal cortex, and the other projects dorsally and passes
through posterior parietal cortex (17, 18). The ventral pathway
processes visual attributes important for the discrimination and
recognition of colors, patterns, and objects, whereas the dorsal
stream extracts the features of visual stimuli relevant to actions
on those objects, such as visually guided grasping, reaching, or
foveating. The example of vision is particularly relevant. Given the
range of behaviors associated with attention, it would be unsurprising
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if visual attention similarly manifests from distinct circuits and
mechanisms that contribute to separate behavioral and perceptual
functions related to vision. The diversity of behavioral changes
currently related to visual attention might be a direct consequence
of the specialized functions of separate visual structures.
Our focus is here to discuss how attention can be divided into

separable components that work together to produce the ob-
served behavioral effects. We discuss recent efforts to identify
component mechanisms using signal detection theory to isolate
the effects on behavioral performance associated with visual
spatial attention. These studies demonstrate that neurobiological
mechanisms of attention can be distinguished according to
attention-related behavioral effects, and that signal detection
theory is a useful starting point for this approach.
We primarily consider electrophysiological studies of visual

attention in nonhuman primates, which include most of the
single-neuron studies on attention. The visual system has been
more extensively studied compared with other sensory modali-
ties, thereby providing a strong foundation for the experiments
on design and interpretation of attention-related modulations of
neuronal activity. Primates have many visual cortical areas (19),
which may mean that separate areas have more specialized
representation and thereby facilitate interpretation of signals.
However, it is possible that attention to different modalities or in
different species consists of different mechanisms. While studies
of visual attention in monkeys consist of a valuable domain of
attention, exploration of attention in other systems might reveal
mechanistic principles not shared in primate vision.

Many Conceptual but Fewer Biological Distinctions
The notion that attention includes distinct components and forms
is well established. First, attention can be more or less selective.
Selective attention refers to improvements in performance for a
specific task, object, or stimulus feature that is significant or salient
to an animal, and it is commonly studied in neurophysiological
studies. Nonselective attention is related to effort or arousal for
producing and maintaining a high level of performance in a broad
range of tasks. Second, attention is also subdivided according to
what caused it to be deployed. Attention can be drawn by the
physical salience of a stimulus such as an abrupt flash (“bottom-up”
attention), driven by internal factors under voluntary control such as
a rule (“top-down”), or due to the lingering effects of what the
subject previously attended (7, 8). Third, attention is further sub-
divided between overt attention, when it is associated with a de-
tectable movement, typically of a sensory structure, such as the eye
or the pinna, and covert attention, when attention shifts with no
outward movement. Finally, attention can be directed to a spatial
location or to a sensory feature, such as a color, tone, or odor.
Despite these clear conceptual separations, their biological

correlates observed so far are less distinct. A biological dis-
tinction involves differences in the physiological activity of the
neurons in anatomically separate structures or differences in
behavioral deficit after a perturbation of those structures.
Therefore, these conceptual dimensions remain opportunities
for dissecting mechanisms of attention.
The changes in neuronal activity in visual cortex related to

either nonselective or selective visual attention are qualitatively
similar, involving increases in firing rates (20) and decreases in
spike count correlation (21). Multiple neuromodulators are in-
volved in attention (22). One such neuromodulator, acetylcho-
line, is involved in not only global state changes but also the
more selective visual spatial attention (23), but acetylcholine
transmission is also involved in nonselective attention.
Goal-directed and salience-directed attention are associated

with partially segregated groups of brain areas, as assessed in hu-
man imaging and clinical studies (24, 25). In psychophysical studies,
these 2 aspects of attention have been described as having shared
but distinct behavioral effects and underlying mechanisms (11–13).

Changes in neuronal firing rates related to either bottom-up or top-
down attention have been observed in widespread brain regions,
spanning the earlier and later stages of cortical processing, from V1
(26) to dorsolateral prefrontal cortex (27), and it remains unknown
whether separate brain areas preferentially contribute to either of
these forms of attention.
When shifting attention to a visual location, one can do so with

or without an eye movement. Selective changes in the firing rates
related to either aspect of attention have been observed across
widespread brain areas, including not only association areas with a
mix of visual and motor responses (9, 28, 29) but also visual cortical
areas with predominantly sensory-driven responses (30, 31). While it
is clear that these 2 aspects of attention share the common neural
correlate of involving the increases in firing rates of visual and
visuomotor neurons across brain structures (32), the mechanism that
controls whether attention is accompanied by a saccade is unclear.
Comparison between attention to a location and attention to a

stimulus feature, such as color or direction of motion, provides an
example of how distinct components of attention might involve a
common mechanism at the level of a single neuron’s firing rates,
but nonetheless depend on different contributions from separate
brain structures. When attention is directed to either a location or
a stimulus feature, a neuron’s activity undergoes a gain change,
typically increasing in responsiveness when the attended location
or feature is preferred by the neuron and decreasing when it is not
preferred (33, 34). This similarity has led to the proposal that
these 2 types of neuronal modulations involve the same mecha-
nism (35). In this view, a location in space is simply one of many
features to which attention might be directed. The gain of a
neuron’s attention-related modulation for any feature, including
spatial location, is proportional to the extent to which the features
being attended correspond to those that the neuron prefers (36).
This view is supported by the finding that the relationship between
different aspects of attention-related changes in neuronal firing
rates is similar for spatial and feature-based attention (37). Fur-
thermore, it is hypothesized that the perceptual effects of either
spatial or feature-based attention depend on the shared mecha-
nism of differentially modulating the gain of neuronal responses
according to the similarity between a neuron’s sensory preference
and the attended features, amplifying the responses of neurons
that prefer the attended feature and reducing the gain for those
with the opposite preference (38). However, the relative level of
neuronal selectivity for space or a particular stimulus feature, such
as color, differs across different brain structures. It is therefore
expected that separate brain areas provide different relative levels
of contribution. Consistent with this expectation, a recent study
found that separate prefrontal cortical regions show different
neuronal modulations related to spatial and feature-based atten-
tion, and inactivation of these regions has distinct effects on
feature-based attention (39). However, other views propose very
different modes of routing visual information for spatial and
feature-based attention (40), and it remains unresolved at what
mechanistic level these 2 aspects of attention diverge.

Visual Spatial Cueing Paradigm
Neurophysiological studies of attention generally seek to vary the
subject’s attentional state while maintaining identical sensory
stimulation. One popular paradigm that satisfies this goal in-
volves orienting the subjects’ attention to a restricted position of
visual space while the subjects keep their gaze fixed on a central
location. This procedure is often referred to as the Posner cueing
paradigm for its elegant implementation by Posner et al. (26) to
demonstrate attention-related changes in reaction times. How-
ever, many of the studies we discuss here deviate from this
particular implementation in the form of the cue, the contin-
gency between the stimulus and the cue, and the readout of the
effects of attention. We therefore refer to this family of tasks as
the visual spatial cueing paradigm (Fig. 1).
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The simple design of visual spatial cueing tasks avoids con-
founds related to different stimulus conditions and can yield
large, highly reproducible behavioral effects. Moreover, it is
easily adapted for monkey subjects, which can readily attend to
different parts of visual space without moving their eyes (3). By
directing an animal’s attention to different visual positions while
keeping the stimulation on the retina identical, this paradigm
makes it possible to measure how responses of a single neuron to
a given stimulus vary depending on whether the subject’s attention
is directed toward or away from that stimulus, as well as to relate
neuronal changes to changes in the observer’s performance.
This approach has long been used to study the behavioral and

perceptual effects related to visual spatial attention. When attend-
ing to a visual location, compared with when attending elsewhere,
stimuli are typically detected more quickly (26), discriminated with
greater behavioral sensitivity (27), and reported with a more liberal
criterion (41). Moreover, at the attended location, contrast sensi-
tivity is increased (42); spatial resolution is enhanced, even in tasks
where further increases in spatial resolution impair accuracy (43);
and apparent contrast is increased (33).

Widespread Involvement of Brain Areas in Visual Spatial
Attention
Attention-related changes in visual responses have been reported
in many brain areas, including most of visual cortex, prefrontal
cortex, and nuclei in the thalamus and midbrain (8, 28, 29). With
the exception of the retina, every brain structure investigated that
has spatially selective visual responses has been found to have
modulations of neuronal activity related to visual spatial attention.
When attention is directed to a neuron’s receptive field,

neuronal responses to visual stimuli are typically stronger than
when attention is directed elsewhere (8, 28, 29). Because the
variance of spike counts is typically proportional to the mean
number of spikes elicited by a stimulus, the increase in the mean
response related to attention increases the ratio of the mean to
SD (hence, the signal to noise) of visual cortical responses (34).
Attention is also related to a reduction in the variability in spike
count (in windows on the order of 100 ms) across trials (36), and
this reduction has been observed across visual cortex from V1
(37) to lateral prefrontal cortex (44). The across-trial variability
in spike counts is weakly correlated between pairs of nearby

neurons (often referred to as “noise correlations”), and this
correlation is typically reduced when attention is directed to the
receptive fields of those neurons (45, 46). These attention-related
changes in neuronal activity can improve the readout of the visual
stimulus based on the neuronal responses, depending on the
decoding scheme (45); therefore, attention-related improvements in
neuronal discriminability are often thought to contribute to the
changes in behavioral performance that define attention.
While qualitatively similar attention-related neuronal changes

can be observed across many brain areas, quantitative distinctions
have been observed. Attention-related increases in firing rates are
stronger in later levels of the visual processing hierarchy (47), even
when the same manipulation is used to vary attention. When the
latency of the modulation of firing rates in different visual cortical
areas is compared, changes occur earlier in later stages of visual
cortex (e.g., the lateral intraparietal area, LIP) than in earlier
stages of visual cortex (e.g., the middle temporal visual area, MT)
(48). Despite these quantitative distinctions, it is unknown to
what extent attention-related modulations in different brain areas
contribute to distinct behavioral effects related to visual spatial
attention.
Experimental perturbations of brain areas in which attention-

related neuronal changes have been observed are associated with
changes that mimic attentional-related changes in behavioral
performance. Electrical microstimulation of the frontal eye fields,
lateral parietal cortex, or SC can produce behavioral improvements
in visual detection or discrimination tasks similar to those associated
with attention (49–52). Similarly, inactivating or lesioning some of
these brain areas can impair behavioral performance in a spatially
selective way (53–56). However, the contributions of these brain
areas are not equivalent. A recent study compared the attention-
related behavioral impairment using a γ-aminobutyric acid type A
(GABAA) receptor agonist (muscimol) to inactivate the SC and
the frontal eye fields (57). When the strength of the inactivation
was balanced based on changes in saccade metrics, inactivation of
the SC resulted in greater reduction in the attention-related im-
provements in target detection rates than inactivation of the frontal
eye fields. Varying contributions from different brain areas suggest
that they might contribute to different components of visual spatial
attention.

Visual Spatial Attention Consists of Distinct Mechanisms
The uncertainty of the consequences of attention-related en-
hancement of neuronal firing rates for behavior was noted in one
of the earliest single-neuron studies of attention: “It would be
more likely to lead to a motor response, or it could present more
information that could be stored as a memory trace” (3). How-
ever, whether neuronal modulations in any given brain area are
associated with an increased tendency to respond or, alterna-
tively, improved encoding of the stimulus has only been recently
addressed. In most studies using a visual spatial cueing paradigm,
observed changes in neuronal activity are attributed to the general
process of attention, using terms such as “filtering” or “selection.”
Neuronal changes in visual cortex are generally thought to im-
prove the behavioral sensitivity of the animal. This interpretation
is reasonable because the encoding or decoding of the stimulus
can be improved through attention-related increases in firing rates
(34), reductions in variability (36), and decreases in the correla-
tions in spike count between pairs of nearby neurons (45, 46).
One approach to characterizing the changes in behavioral

performance produced by visual spatial cueing is to decompose
them into different underlying causes using the framework of signal
detection theory (58) (Fig. 2). The 2 core parameters of signal
detection theory, criterion (c) and sensitivity (d′), are defined to be
orthogonal, meaning each can change independently without af-
fecting the other. Any cueing-related increase in the probability of
detecting the target (“hit rate”) might arise from either a more lax
criterion (i.e., an increased tendency to respond) or an increase in

Tim
e

Valid trials (80%) Invalid (20%)

Fixate

Cue

Stimulus

Fig. 1. In a typical variant of the visual spatial cueing paradigm, an observer
must detect a signal that could appear at either of 2 locations in visual space.
The subject begins a trial by fixating on a marker in the center of a display. A
cue appears briefly to indicate the position where a signal is more likely to
appear. In a majority of trials (e.g., 80%), the cue is valid in indicating the
position of the signal (in this example, a low-contrast grating pattern). In
valid trials compared with invalid trials, the observer’s reaction time is typ-
ically shorter and the probability of detecting the signal is higher, even when
the stimulus configurations are identical between the 2 types of trials. These
behavioral differences are attributed to greater attention directed to a
given location during a valid trial compared with an invalid trial.
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d′ (i.e., better discrimination between signal and noise). Different
human behavioral studies using variants of this paradigm have
reported behavioral changes involving criterion, sensitivity, or both
(27, 41, 59–61). Using separate, appropriately designed task ma-
nipulations for human observers, however, these 2 parameters can
be independently controlled and selectively varied at different visual
locations (62). Because behavioral criterion and sensitivity are or-
thogonally defined and can be independently controlled, they pro-
vide an opportunity to test whether these separate behavioral
components of visual spatial attention depend on distinct networks
of brain structures. One prediction of this hypothesis is that
attention-related neuronal modulations in separate regions are
differentially related in these 2 behavioral changes.
To examine this possibility, Luo and Maunsell (44, 63) trained

rhesus monkeys to perform a standard variant of the visual spatial
cueing paradigm in which a signal (orientation change) had to be
detected at either of 2 stimulus locations. In each daily session, the
animal switched in blocks of trials from attending to one stimulus
versus another stimulus. Between these blocks, the reward con-
tingencies were changed to encourage the animal to vary either its
criterion or its sensitivity, but not both. A decrease in criterion
consists of an increase in hit rate with an increase in false alarm
rate, whereas an increase in sensitivity consists of an increase in hit
rate and a decrease in false alarm rate (Fig. 3A). The animal’s

criterion and sensitivity at the 2 stimulus locations were controlled
by titrating reward values to different trial outcomes. Trained an-
imals reliably changed only their criterion or only their sensitivity at
a specific visual location, thereby allowing for neurophysiological
examination of the correlates of isolated components (Fig. 3B).
Single neurons were recorded from area V4 in visual cortex as

well as the lateral prefrontal cortex (areas 45 and 46), where neu-
rons exhibit robust visually evoked responses that are modulated by
visual spatial attention (34, 64), motor preparation (31, 65), or
visual working memory (66, 67). Lesions of either V4 or lateral
prefrontal cortex can impair attention-related behavioral perfor-
mance (54, 68). In V4, the neuronal modulations characteristically
associated with attention, including stronger and less variable firing
rates, were observed only in sessions when the animal changed its
sensitivity, and not when the animal changed its criterion. This
result implies that V4 does not contribute to attention-related
behavioral changes in criterion.
In contrast to V4, neuronal responses in lateral prefrontal

cortex were modulated when the animal changed either its crite-
rion or sensitivity (Fig. 3C). In prefrontal cortex, the effects as-
sociated with these 2 shifts in behavior were not found in separate
populations of neurons but, instead, were highly correlated on a
cell-by-cell basis, typically with stronger modulations related to
sensitivity changes rather than criterion changes. Taken together

Hits
Correct
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Misses
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+ noise

Noise
only
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Criterion (c) CR
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only

A B

Misses False alarms (FA)

C
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Uncued
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Fig. 2. Orthogonal components of visual spatial attention can be defined using signal detection theory. (A) Signal detection theory supposes that when an observer
is engaged in a detection task, each stimulus is transformed into an internal representation of evidence for whether a signal has occurred. However, the value of this
evidence variable will vary from trial to trial due to noise. The distribution associated with the stimulus that contains a signal (“Signal + noise”) has a larger mean (i.e.,
stronger evidence) than the distribution associated with the stimulus containing only noise “Noise only”). In its simplest form (i.e., assuming the distributions are well-
approximated by Gaussians and have equal SD), the signal detectionmodel is fully specified by 2 parameters. Sensitivity, or d′, is the difference between themeans of
the 2 distributions normalized by their SD. Intuitively, one can see that as the 2 distributions (“Noise only” vs. “Signal + noise”) overlap less (larger d′), behavioral
performance will improve. Criterion, or c, is the fixed value used by the observer to categorize a stimulus as either signal or noise. A stimulus that triggers an evidence
value greater than the criterion is reported as signal and otherwise is reported as noise. (B) Parameters c and d′ of a signal detection model can be inferred based on
the relative frequencies of different responses to stimuli: hits, misses, false alarms (FA), and correct rejections (CR). The relative frequency of each of these 4 responses
corresponds to a separate area of the 2 distributions and fully specifies the model, and therefore c and d′. Since there are only 2 degrees of freedom (i.e., when
expressed as probabilities, each columnmust sum to 1), the model is completely specified with a single number from each column (traditionally, “hit rate” and “false
alarm rate”). (C) If one considers only the hit rate, any change between different cueing conditions might be due to a change in only criterion, only sensitivity, or
both. It is thus crucial to also consider changes in the false alarm rate. (Left) If only the criterion has changed, an improvement in the hit rate can only come at the
expense of an increased false alarm rate. (Right) If only sensitivity has improved, an increase in hit rate can be achieved with a decrease in false alarms.
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with the finding from V4, the result from prefrontal cortex indi-
cates that attention-related neuronal modulations in different
brain areas are not associated with a single component of atten-
tion but, instead, can be meaningfully distinguished according to
their relationship to distinct behavioral changes. Prefrontal cortex
participates in a set of brain areas separate from V4 that are in-
volved in the control of behavioral criterion during changes in
visual spatial attention.
Recent studies from other laboratories support the idea that

different brain structures have distinct relationships to behavioral
changes in criterion and sensitivity (69, 70). These reports focused
on the SC, and, together, they indicate that neurons in the SC
contribute to behavioral changes in either criterion or sensitivity,
but with criterion being the more prominent component.
Lovejoy and Krauzlis (70) trained monkeys to discriminate the

direction of a pulse of motion that could appear randomly at one
of 4 locations (uncued condition) or at a cued location (cued
condition). The effect of attention on performance was defined
as the increase in d′ between the uncued and cued conditions.
When the SC was pharmacologically inactivated, the cue-induced
increase in d′ could not be detected in the affected region of visual
space, indicating that SC is necessary for attention-related en-
hancement in behavioral sensitivity. SC inactivation also affected
the subject’s criterion (termed “response bias” in this study), in
that the subject exhibited a strong bias against making a saccade
into the affected region, indicating that at least the motor com-
ponent of the subject’s criterion was strongly affected by inactiva-
tion. However, a direct comparison between the impact of SC
inactivation on cue-induced changes in d′ and cue-induced changes
in criterion was not made in this study.
In another study, Sridharan et al. (69) analyzed 4 previous studies

in which the SC was perturbed, through either microstimulation or
pharmacological inactivation, while subjects performed tasks that
required spatial attention (50, 51, 56, 71). In all cases, the changes in
behavioral performance resulting from collicular perturbation could
be accounted for by a change in behavioral criterion with no change
in sensitivity. Consistent with this, for the 2 studies whose data were
directly fit to models (56, 71), the effect of SC inactivation could be
well explained by a combination of mostly changes in criterion and
smaller changes in sensitivity.
These results from inactivation of the SC indicate that it contrib-

utes to attention-related changes in either criterion or sensitivity, with
a greater contribution to criterion changes, and that its contribution
to visual spatial attention is therefore distinct from that of area V4.
The distinction in attention-related functions between SC and visual
cortex is consistent with the little impact that SC inactivation has on
the attention-related modulations of spike counts of visual cortical
areas MT and the medial superior temporal area (MST) (71). Fu-
ture studies that directly compare the attention-related neuronal
changes or inactivation-induced behavioral deficits in terms of cri-
terion and sensitivity can better distinguish the contributions of
these structures to visual spatial attention.

Criterion and Sensitivity
The concepts of criterion and sensitivity provide a basis for
demonstrating that visual spatial attention can be subdivided into
distinct mechanisms based on behavioral effects. However, it is
almost certain that they fail to provide a precise and complete
description of the components’ mechanisms of attention. While
the data described above suggest that criterion and sensitivity are
at least correlated with neurobiologically meaningful components
of attention, it remains to be seen how closely they align to such
mechanisms. Additionally, there is little reason to believe that
criterion and sensitivity are not themselves divisible into more
basic components. Moreover, like the umbrella term attention,
criterion and sensitivity often overlap with other constructs of
cognitive behavior, such as reward and movement preparation.
These issues are by no means unique to this scheme to subdivide

attention, and they provide opportunities for achieving a more
precise understanding of the organization of attention in brain.

Different Contributions to Behavioral Sensitivity. In the psycho-
physical literature, a number of computational mechanisms have
been proposed to explain how attention-related improvements in
behavioral sensitivity might arise (72). The contributions of a
subset of these mechanisms to sensitivity improvement have
been compared directly within the framework of the perceptual
template model (42). In this model, a signal is analyzed using a
perceptual template in a way that is limited both by noise internal
to the subject and by external noise that can experimentally ma-
nipulated. Cueing a visual location can improve behavioral sen-
sitivity at that location in distinct ways, and these mechanisms are
disambiguated by their different effects at varying levels of ex-
ternal noise. Studies using this approach have revealed that
depending on the cueing procedure, a reduction of external noise,
an enhancement of stimulus strength, or a combination of both
mechanisms at the cued visual position can explain attention-
related enhancement in behavioral sensitivity (42, 73). Given
that distinct mechanisms of sensitivity improvement can be inferred
based on behavioral performance, it is probable that multiple
mechanisms distinguishable at the neuronal level contribute to
attention-related changes in behavioral sensitivity.

Different Contributions to Behavioral Criteria. Criterion can be an
even more complex concept. In signal detection theory, criterion
is an index of the observer’s tendency to categorize a stimulus as
either only noise versus noise plus signal. The simplest view is that
criterion depends on a mechanism that is essentially independent
of sensory and motor influences. In this view, a possible imple-
mentation of behavioral changes in criterion is that 2 distinct
groups of neurons represent the abstract categories of a noise-only
stimulus and a signal-added stimulus, and the relative gain of these
2 groups is modulated to implement a criterion change. This is
plausible because individual neurons have been shown to be able
to represent an abstract category learned by a subject (74).
However, in most tasks, the measured behavioral criterion is
unlikely to depend on a mechanism that excludes sensory or
motor influences.
In some tasks, criterion can depend strongly on sensory mech-

anisms. In the task used by Ferrera et al. (75), monkeys catego-
rized the speed of a moving stimulus as either fast or slow. Across
trials, the boundary across which the subject categorized was cued
as either a slower boundary or a faster boundary, and the subject’s
behavioral criterion changed accordingly. Conceptually, these
behavioral changes in criterion could depend on a decision-related
mechanism that changes the neural representation of the cate-
gorization boundary. Alternatively, independent of the decision
boundary, the changes in the behavioral criterion could depend on
biasing the sensory representation of the stimulus. The latter
possibility is supported by recordings from neurons in the frontal
eye fields. Neurons that preferred faster speeds increased the gain
of their responses to the stimulus when the animal adopted the
slower criterion and decreased their gain when the animal adopted
the faster criterion. Neurons that prefer slower speeds exhibited
the opposite modulation pattern. These neuronal changes are
conceptually similar to those related to feature attention observed
in earlier stages of visual cortical processing, such as MT (76).
Therefore, changes in an animal’s behavioral criterion could de-
pend on modulations of sensory representations.
Even in a detection task, behavioral criterion can be sensitive

to the spike counts of sensory neurons. In a recent study (77),
mice were trained to detect an orientation change from a static
visual grating, and the strategy of the mice could be explained by
a downstream circuit that sums the spike counts of V1 neurons,
assigning higher weights to those more strongly preferring the
target orientations. Therefore, the decision variable of the mice
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in this task could be approximated in units of V1 spike counts.
When V1 excitability was either increased or decreased opto-
genetically, the mice showed no detectable change in sensitivity
but showed changes in their criterion in the direction predicted
by optogenetic changes in V1 firing rates.
A task might engage several criteria simultaneously. The task

used by Luo and Maunsell (44, 63) concerned a criterion for
reporting the presence or absence of a signal at a specific loca-
tion. However, because the animal reported a signal at a visual
location with a saccade to that location, the behavioral criterion
measured in this task could depend on premotor mechanisms
that underlie the tendency to make saccades of a particular di-
rection. A different recent study shows that the SC contributes to
multiple distinct behavioral criteria (78). In this study, monkeys
decided whether there is structure in a noisy visual stimulus that
fell on the center of gaze, and they reported their decision by
making a saccade to one of 2 spots of different colors. The choice
spots changed locations across trials; therefore, a given choice
was not fixed to a particular motor response. The animal’s cri-
terion was primed using a block of trials in which the proportion
of structured stimuli was increased (or decreased) to induce a
liberal (or conservative) criterion, while keeping sensitivity fixed.
When single neurons were recorded in the intermediate layer of
the SC in this task, their premovement firing rates increased
when the animal was biased toward making a saccade into the
neurons’ receptive field. Because the location of the choice target
was randomized, the sign of the modulation did not directly reflect
the animal’s criterion for categorizing whether a stimulus contains
structure. However, microstimulation of the SC during this task
shifted the criterion in a way that is independent of saccades,
consistent with the previous finding of representations of an
abstract perceptual decision in the neuronal spike counts in SC
(79). This study indicates that the premovement firing rates of
SC neurons correlate with the motor component of the subject’s
criterion, and that the SC is also involved controlling a nonmotor
component of the subject’s criterion, although perhaps not di-
rectly through the gain of premovement activity of intermediate-
layer SC neurons. Moreover, this study suggests that inactivations of
SC (69, 70) might simultaneously disrupt multiple distinct behavioral
criteria.

Overlap with Other Cognitive Concepts. In most tasks that manipu-
late any component of a subject’s attention, other cognitive pro-
cesses, such as reward expectation, motor preparation, or working
memory, are also affected. These cognitive variables are associated
with many of the same neuronal changes, such as changes in the
gain of responses to stimuli. A typical neurophysiological study of
cognitive behavior provides separable operational definitions of
only a subset of these variables. Therefore, a neurobiological
mechanism described as related to a cognitive construct, such as
criterion or sensitivity, might be more closely aligned with another.
In some cases, constructs used to describe different cognitive
processes can be indistinguishable, devolving to semantic argu-
ments. For example, when the broadest definition of “reward” is
used, there is little basis for distinguishing the location where a
subject directs its attention from the location a subject expects
to be most rewarding (80). While overlap might be inevita-
ble when concepts are understood at a high level of abstraction,
it is possible that more precisely specified concepts can be
dissociated.
A recent study distinguished between the relative reward associ-

ated with a stimulus that is normalized to the reward for other stimuli
and the absolute reward associated with a stimulus that is in-
dependent of other stimuli. This study found that whereas the be-
havioral sensitivity of monkeys in visual orientation discrimination
depended more closely on the relative reward of a stimulus than on
its absolute reward, neuronal activity in area V4 more closely corre-
lated with absolute than relative reward (81). This finding

indicates that changes in behavioral sensitivity cannot be
accounted for solely by characteristic attention-related changes
in V4 responses but also depend on selection mechanisms in
downstream brain areas. It is expected that modulation of V4
neuronal responses cannot improve a subject’s sensitivity in all task
conditions, and it is important to determine under what conditions
attention-related modulations of visual cortical responses can
contribute to behavioral sensitivity.
The dissociation between criterion and sensitivity in recent

neurophysiological studies of attention parallels a line of work in
attention studies largely conducted in humans that distinguishes
between expectation and attention (82). In this work, expectation
is defined by behavioral changes due to knowledge of the
probability that a signal will occur and attention is defined by
behavioral changes due to knowledge of stimulus relevance.
When signal probability is manipulated, the subject’s criterion
typically changes with little or no change in behavioral sensitivity.
When stimulus relevance is varied, the subject’s sensitivity typically
changes with minimal changes in criterion (62). Therefore, even
though the cognitive terms are defined primarily by task manip-
ulation, the resulting behavioral dissociation is between criterion
and sensitivity. When electroencephalogram markers of early
sensory processing were measured while strictly varying the signal
probability (and not stimulus relevance) of visual features, little or
no effect was found accompanying large changes in criterion,
suggesting that behavioral changes in criterion even for visual
features do not depend on early visual cortex (83).
The difference in terminology regarding whether manipulations

of signal probability should be considered to vary attention
reflects the continuing uncertainty of how attention should be
defined. We suggest that because manipulations of signal
probability have been part of operational definitions of atten-
tion throughout the research on attention, it would help in
relating to this previous literature to see them as having ma-
nipulated distinct mechanisms of attention. Because attention
has been used so broadly and its definition is still controversial,
discussions about terminology could be minimized by treating
distinct phenomena related to attention as its components and
avoiding labels of what is, and what is not, attention. As long as
terms related to (or excluded from) attention are distinguished
by operational definitions, the understanding of attention will
eventually depend less on terminology and more on biological
structure and mechanisms.

Conclusion
Attention often has the appearance of a unitary system, perhaps
because many of the behavioral consequences that define atten-
tion often covary. However, some attention-related effects are
reliably dissociable in animal subjects, which can be used to dissect
its neurobiological mechanisms. Other brain functions that appear
unitary depend, in fact, on anatomically distinct mechanisms. In
vision, multiple distinct processes often cooccur. When we reach
to grasp a coffee mug, we typically also recognize that it is a coffee
mug. However, the action on and the recognition of an object rely
on largely separate visual cortical pathways. Similarly, different
forms of learning often cooccur. When we learn to ride a bicycle,
we acquire not only the motor skills but also the episodic expe-
riences; however, again, these 2 forms of learning depend on
largely separate brain structures. It is therefore likely that atten-
tion can be subdivided into neurobiological mechanisms, and such
efforts can deepen our understanding and refine the terms we use
to describe attention and related brain functions.
Subdividing attention according to its associated effects on

performance is a promising approach for understanding atten-
tion in biological terms. Many important questions remain to be
addressed. For example, how does the neuronal activity in the SC
relate to behavioral changes in criterion or sensitivity? How do
the behavioral deficits of inactivating either area V4 or lateral
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prefrontal cortex compare with those of inactivating the SC?
Attention-related improvements in a viewer’s sensitivity can depend
onmultiple distinct mechanisms that can be inferred from performance
using noisy stimuli (42). Do these behaviorally inferred mecha-
nisms correspond to distinct neurobiological mechanisms?
Similarly, attention-related changes in an observer’s criterion
can depend on modulations of neuronal representations of
stimulus features, abstract categories, or motor intentions. Is

this a useful way to dissect the mechanisms of attention-related
change in criterion? Future experiments aimed at questions
such as these will bring the neuronal correlates of attention into
sharper focus.
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